BLACKWELL SﬁND]EES PEPER MARTIN

732 OLIVE STREET SUITE 2400 5T. LOANS, MO Gatoa
TEL: (314) 245-6000 FAN: [414) 345-60éa
[TE: wanw, blaciwellsandesz com

MARKE. STALLIOH FAX: (314} 245-8799
DIRECT: [414) 3458229 E-alL; mammi’%mﬂu

April 27, 2004

Young-Eyun Oh

Dasol Patent & Law Firm
2-202, Ace Twin Tower 212-30
Guro-dong, Gura-gu

seoul, Korea 152-848

Re: U.5. Utihty Patent Application :
Scrial No.: 10/709,255 Filed: April 23, 2004
For: METHOD OF SHARING STATE BETWEEN STATEFUL INSPECTION
FIREWALLS ON MEP NETWORI
Inventors: Kim, Jin-Ho, Bahk, Sae-Woong and Lee, Hee-Jo
QOur Ref.: 718908.2
Your Ref: FP20040002/178

Dear Mr. Oh:

In accordance with your instructions, we have electronically filed the above-referenced
patent application on April 23, 2004, The application was assigned Serial No. 10/709,255. We
enclose a copy of the filed documents and the electronic filing receipt for your records.

You should of course now utilize the expression "Patent Pending” on the apparatus
and/or method covered in the pending application and on any promotional or other related
matenal.

We are also enclosing the formal papers including the Declaration, Power of Attorney
document and an Assignment document for vour review. If the enclosures meet with your
approval, exccute the formal papers in the places indicated, have the assignment document
notarized, and return all of the papers to us for filing with the 17,8, Patent and Trademark Office.

The rules of the U.S. Patent and Trademark Office now impose fee penalties and
certification requirements for late disclosure of relevant known prior art or other information that
may be material to the decision of the 1.5, Patent and Trademark Office to grant a patent.
Therefore, we recommend earliest possible notice to us of any such additional information or
additional prior art which may come to your attention via the attached Reminder document and
urge its distribution to all inventors and others closely related to or having knowledge of the
invention,

STLESH 12732 Bé:1

EANEAS CITY, HISSOURI + 4T, LOUIS, MISSOURE « OVERLAND FARK, KANEXS » OMANA, KERRASEL
APRINGFIELD, MISSQUR] + EDWARDSVILLE, [LLINDIS + WASHINGTOHN, b€, » LOXNDON, UNITED EISGDOM

AFFILEATES: LEEDA + MANCHESTER » MENICO CITY + MUNTEEAL + TORONTD + TANCOUYER



US 20050240989A1

a2 Patent Application Publication (o) Pub. No.: US 2005/0240989 A1l

a9 United States

Kim et al.

43) Pub. Date: Oct. 27, 2005

(549) METHOD OF SHARING STATE BETWEEN
STATEFUL INSPECTION FIREWALLS ON
MEP NETWORK
(75) Inventors: Jin-Ho Kim, Seoul (KR); Sae-Woong
Bahk, Seoul (KR); Hee-Jo Lee, Seoul
(KR)

Correspondence Address:
BLACKWELL SANDERS PEPER MARTIN

(22) Filed: Apr. 23, 2004

Publication Classification

(51) TNt CL7 oo HO4L 9/00
(52) US.ClL oo 726/11
(7) ABSTRACT

54

\

56

\

LLP
720 OLIVE STREET The present invention is devised to solve the problem in
SUITE. 2400 which a state cannot be kept track of because an outgoing
ST. LOUIS, MO 63101 (US) traffic and an incoming traffic pass through different fire-
’ walls on a Multiple Entry/Exit Point (MEP) network having
(73) Assignee: SEOUL NATIONAL UNIVERSITY a plurality of entry points. In the present invention, firewalls
INDUSTRY FOUNDATION, Seoul physically remote from each other can share connection
(KR) information using a modified SYN cookie, so that stateful
inspection firewalls physically remote from each other can
(21) Appl. No.: 10/709,255 be used even on the MEP network.
0 1 2 3
012345678901284567890123456 901
T Source Port " Destination Port
i T ¥ ] I T ’ T ¥ ¥ T lselqutence Number l | I l | l l ] 1] ¥ ) |
1 1 H T L) T 1 T 1 ) 1 T ¥ ] H T 1 T H T H H T i ¥ 1 T 1
Acknowledgmerjt II\Jumbler‘ o
T D 1 t T ¥ T T ¥ L U A P H S F
it | Reserved |R|C|S|S|Y|I Window
GIKIH|T N N ) L
Checksum \ Urgent Pointer
i I T 1 T 1 H T ¥ T ¥ i 1 T 1 Ll T ) T T 1 ¥ 1
Optnons ) Padding
/ / data




Patent Application Publication Oct. 27,2005 Sheet 1 of 5 US 2005/0240989 A1

Fig. 1

PRIOR ART

server

Fig. 2
0 1 2 3
01234567890123456789012345678901
T ' Source Port P R Destmatton Port ‘ //54
¥ T T S T ¥ T T T T T ‘Selqulen‘ceiNLljmlber 1 T T T C l T 1 T ¥ Ll i 56
T ovtedme e L
lDlt T ¥ T T ¥ T U A P H S F T T T v 1 T T ¥ T T T ¥ ¥ T T
oftoer | Reserved |R|CIS|S|Y I Window
o L G )K H{T N N o
o Ch‘eclksdm / \ Urglen't P‘ointef o
w /Opttons ) - o l jPadding
T t T 1 H 1 /. ‘ l T l/, ’data l | i ¥ T j | | | | | | | |



Patent Application Publication Oct. 27,2005 Sheet 2 of 5 US 2005/0240989 A1

Fig. 3
PRIOR ART
/” / /“ /m /*5 /“i/t
Saddr Daddr Protocol | Sport Dport’ State'

147.46.66.97 | 211.116.107.37| TCP 8434 80 SYN_RECV

Fig. 4

server

30a
firewall 2 firewall 1 /

30b
N

o8

client

10



Patent Application Publication Oct. 27,2005 Sheet 3 of 5 US 2005/0240989 A1
Fig. 5
30
310 / 320 330
// // / k
4 7
packet verifying module H321 //
3 ) ) | 322 C
B m.SYN cookie creating module 4 /
£ 323 i
2 packet modifying module T t
S 1324 194
S state table updating module 4 state
= table i
2 search module 4325 S/
E joreet
8 m.SYN cookie verifying module 47 326




Patent Application Publication Oct. 27,2005 Sheet 4 of 5 US 2005/0240989 A1

Fig. 6

send SYN packet to firewall 1
by client
S20

is packet valid?

!

modify SYN packet and update
connection information

!

send modified SYN packet
to server

!

send SYN/ACK packet to
client by server

l create m.SYN cookie 4/
S

extract |Dr, from SYN/ACK
packet by firewall 2

15 IDpy valid? discard packet l

S66

extracted |Dpw =

send packet
1Dy of firewall 27

correspondmg ixrewall] S67

Doed~~
corresponding™
connection information
exist?

Does
corresponding
onnection information

discard packet

) S68
exist?
send connection information
and packet to firewall 2
‘ e — 370
I modify SYN/ACK packet and update state table r
& —— S80

send modified SYN/ACK packet to client f/




Patent Application Publication Oct. 27,2005 Sheet 5 of 5

Fig. 7

42

44

I

///%i////40

[1sN; [ To | Hashjg+ 1D |

t1

Fig. 8

2

A,

t3

US 2005/0240989 A1

S

Saddr

Daddr

Protocol

Sport

Dport

State

m.SYN cookie~ISN¢

147.46.66.97 | 211.116.107.37

TCP

8434

80

SYN_RECV




US 2005/0240989 A1l

METHOD OF SHARING STATE BETWEEN
STATEFUL INSPECTION FIREWALLS ON MEP
NETWORK

BACKGROUND OF INVENTION

[0001] 1. Field of the Invention

[0002] The present invention relates generally to a method
of sharing a state between stateful inspection firewalls on a
multiple entry/exit point network and, more particularly, to
a method of sharing a state between stateful inspection
firewalls on a multiple entry/exit point network, which
enables the state to be shared between the stateful inspection
firewalls using a modified SYN cookie on the multiple
entry/exit point network having a plurality of access points
physically remote from each other.

[0003] 2. Description of the Related Art

[0004] In general, a firewall is located at the boundary of
a network, and functions to protect the network from the
outside thereof. Recently, of various firewalls, a stateful
inspection firewall is widely used. The stateful inspection
firewall performs the function of a firewall in such a way as
to intercept an incoming or outgoing packet, extract con-
nection information, such as the source address, destination
address, protocol, source port number and destination port
number of the packet, from the packet, update a state table,
and makes the determination of filtering based on the
updated state table.

[0005] With reference to the accompanying drawings, the
operation of a conventional stateful firewall 30 is described
in detail below.

[0006] FIG. 1 is a system configuration diagram showing
the operation of the conventional stateful inspection firewall
30.

[0007] As shown in FIG. 1, the stateful inspection firewall
30 is located between a client 10 and a server 20, and data
are exchanged between the server 20 and the client 10
according to the Transmission Control Protocol (TCP). That
is, data are exchanged between the server 20 and the client
10 according to the ‘3-way handshaking’ rule.

[0008] In accordance with the ‘3-way handshaking’ rule,
there are performed the first step of the client 10 sending a
SYN packet requesting an access to the server 20, the second
step of the server 20 sending a SYN/ACK packet indicating
the acceptance of the request to the client 10, and the third
step of the client sending an ACK packet to the server 20, a
connection being established between the server 20 and the
client 10 and data being exchanged between the server 20
and the client 10.

[0009]
header.

[0010] A SYN packet, a SYN/ACK packet and an ACK
packet are determined by the TCP header. With reference to
FIG. 2, the SYN packet is determined when a SYN flag 50
is 1 and an ACK flag 52 is 0, the SYN/ACK packet is
determined when the SYN flag 50 is 1 and the ACK flag 52
is 1, and the ACK packet is determined when the SYN flag
50 is 0 and the ACK flag 52 is 1. Furthermore, each of the
packets includes a sequence number 54 and an acknowl-
edgement number 56, in which the sequence number 54 of

FIG. 2 is a diagram showing the format of a TCP
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the SYN packet and the SYN/ACK packet becomes an
Initial Sequence Number (ISN). The sequence number of the
SYN packet, which the client 10 sends to the server 20 at the
first step of the ‘3-way handshaking’ rule, becomes ISN_,
and the sequence number 54 of the SYN/ACK packet, which
the server 20 sends to the client 10 at the second step thereof,
becomes ISNg. In the meantime, the acknowledgement
number 56 becomes ISN_+1 in the SYN/ACK packet that
the server 20 sends to the client 10, and becomes ISN_+1 in
the first ACK packet that the client 10 sends to the server 20.

[0011] InFIG. 1, when the client 10 sends the SYN packet
to the server 20 while requesting an access to the server, the
firewall 30 inspects the SYN packet, and passes the SYN
packet therethrough if such a connection is set to be per-
mitted. The firewall 30 should pass therethrough the SYN/
ACK packet, which is sent from the server 20 to the client
10 in response to the SYN packet, as well as the SYN packet,
which the client 10 sends while requesting the access to the
server 20. This can be implemented by recording connection
information in the state table of the firewall 30. The firewall
30 scarches the connection information of the state table,
and passes the packet therethrough if corresponding con-
nection information exists.

[0012] FIG. 3 is a diagram showing the state table of the
conventional firewall 30. In the state table t can be recorded
connection information, including a source address tl, a
destination address t2, a protocol t3, a source port number t4,
a destination port number t5 and a connection state t6.

[0013] When the client 10 sends the SYN packet to the
server 20 while requesting an access to the server 20, the
firewall 30 extracts the source address tl, the destination
address t2, the protocol t3, the source port number t4, and the
destination port number t5 from the SYN packet, records the
extracted information in the state table t, and records the
connection state t6 as ‘SYN_SENT.” Thereafter, when the
SYN/ACK packet in response to the SYN packet arrives, the
firewall 30 searches the state table t for connection infor-
mation related to such a connection, and passes the SYN/
ACK packet therethrough if the connection information
exists. Subsequently, the firewall 30 changes the connection
state t6 to ‘SYN_RECV’ because the firewall 30 has
received the SYN/ACK packet, and then passes the SYN/
ACK packet therethrough. In brief, the stateful inspection
firewall 30 performs the function of a firewall by keeping
track of the connection state t6 and recording it.

[0014] However, the conventional stateful inspection fire-
wall is problematic in that it is only available on a network
having a single entry point because all the incoming and
outgoing traffics of a connection must be monitored to keep
track of the connection state t6. That is, the conventional
stateful inspection firewall 30 is operable only on a Single
Entry Point (SEP) network, but is not operable on a MEP
network having a plurality of entry points because an
outgoing traffic and an incoming traffic may be passed
through different firewalls, and thus it is difficult to keep
track of the state.

SUMMARY OF INVENTION

[0015] Accordingly, the present invention has been made
keeping in mind the above problems occurring in the prior
art, and an object of the present invention is to provide a
method of sharing a state between stateful inspection fire-
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walls on an MEP network, which enables the state to be
shared between the stateful inspection firewalls physically
remote from each other using a modified SYN cookie
(hereinafter referred to as a “m.SYN cookie”) when data is
exchanged according to the ‘3-way handshaking’ rule.

[0016] Inorder to accomplish the above object, the present
invention provides a method of sharing a state between
stateful firewalls on an MEP network for data exchange
between a server and a client through firewalls physically
remote from each other, comprising the steps of (a) one of
the firewalls receiving a SYN packet sent from the client to
the server; (b) the firewall creating an m.SYN cookie,
modifying the SYN packet using the m.SYN cookie and
sending the SYN packet to the server, and the server sending
a SYN/ACK packet to the client in response to the SYN
packet; (c) the firewall, which has received the SYN/ACK
packet, extracting a firewall identifier IDg,, from the SYN/
ACK packet and sending the SYN/ACK packet to a corre-
sponding one of the firewalls, the corresponding firewall
searching a state table for connection information and send-
ing the connection information, together with the SYN/ACK
packet, to the firewall, which has received the SYN/ACK
packet; and (d) the firewall, which has re-received the
SYN/ACK packet, updating the state table, changing an
acknowledgement number of the SYN/ACK packet to an
Initial Sequence Number (ISN_)+1, and sending the SYN/
ACK packet to the client.

BRIEF DESCRIPTION OF DRAWINGS

[0017] The above and other objects, features and advan-
tages of the present invention will be more clearly under-
stood from the following detailed description taken in con-
junction with the accompanying drawings, in which:

[0018] FIG. 1 is a system configuration diagram showing
the operation of a conventional stateful inspection firewall.

[0019]
header.

[0020] FIG. 3 is a diagram showing the state table of the
conventional firewall.

[0021] FIG. 4 is a system configuration diagram illustrat-
ing a method of sharing a state between stateful inspection
firewalls on an MEP network in accordance with the present
invention.

[0022] FIG. 5 is a block diagram of a stateful inspection
firewall in accordance with the present invention.

[0023] FIG. 6 is a flowchart showing the method of
sharing the state between the stateful inspection firewalls on
the MEP network.

[0024] FIG. 7 is a diagram showing an m.SYN cookie in
accordance with the present invention.

[0025] FIG. 8 is a diagram showing the state table t of the
stateful inspection firewall in accordance with the present
invention.

FIG. 2 is a diagram showing the format of a TCP

DETAILED DESCRIPTION

[0026] Reference now should be made to the drawings, in
which the same reference numerals are used throughout the
different drawings to designate the same or similar compo-
nents.
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[0027] FIG. 4 is a system configuration diagram illustrat-
ing a method of sharing a state between stateful inspection
firewalls on an MEP network in accordance with the present
invention.

[0028] The MEP network, as shown in FIG. 4, includes a
client 10, a server 20, and a firewall 130a and a firewall 230b
that are physically remote from each other. In this case, the
firewall 1302 and the firewall 230b are installed to protect
the network of the client 10 from the outside thereof. The
firewall 130a and the firewall 2305 are stateful inspection
firewalls 30, which intercept exchanged packets, extract
connection information from the intercepted packets, update
internal state tables t, and make the determination of filtering
based on the updated state tables t.

[0029] FIG. 4 depicts only a preferred embodiment of the
present invention for an illustrative purpose. Although the
method of sharing the state between the stateful inspection
firewalls on the MEP network according to the present
invention can be applied to the case where a client is located
outside and a server is located inside, etc., the same inven-
tive concept is employed, so that only the case of FIG. 4 is
described in detail below.

[0030] In FIG. 4, in order to enable data to be exchanged
between the client 10 and the server 20, a traffic outgoing
from the network of the client 10 to the server 20 and a traffic
incoming from the server 20 to the network of the client 10
should pass through the firewall 30. At this time, the case
where the outgoing and incoming traffics pass through the
same firewall does not matter. The case where the outgoing
and incoming traffics pass through different firewalls (asym-
metrical paths) requires the sharing of a state between the
firewall 130a and the firewall 2300.

[0031] FIG. 5 is a block diagram of a stateful inspection
firewall 30 in accordance with the present invention.

[0032] As shown in FIG. 5, the firewall 30 includes a
communications module 310, a control module 320 and a
database 330.

[0033] The communications module 310 functions to
receive and send packets. The control module 320, as shown
in FIGS. 5 and 6, functions to control the execution of
processes related to the method of sharing a state between
stateful inspection firewalls on an MEP network.

[0034] In more detail, the control module 320 includes a
packet verifying module 321 verifying whether a received
packet is valid or invalid according to a firewall rule set by
an administrator, an m.SYN cookie creating module 322
creating an m.SYN cookie, a packet modifying module 323
modifying the packet according to a set process, a state table
updating module 324 updating a state table t according to the
set process, a search module 325 searching the state table t
for connection information and searching information stored
in the database 330, and an m.SYN cookie verifying module
326 verifying whether m.SYN cookie is valid.

[0035] The database 330 includes a firewall identifier
(hereinafter referred to as a “IDg,”) i, a state table t storing
connection information, a time counter ¢, and a secret key k.
The IDg, 1 is a bit value identifying each of the firewalls
included in the network, the state table t is the table in which
the connection information of the firewall 30 is stored, and
the time counter ¢ is a bit counter that is included in the
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firewall 30 and increased at certain intervals. Furthermore,
in the database 330 is included the secret key k unique to the
network.

[0036] The method of sharing the state between stateful
inspection firewalls 30 on the MEP network uses an m.SYN
cookie to allow the state to be shared between the firewall
130a and the firewall 2305 that are physically remote from
each other when data are exchanged according to the ‘3-way
handshaking” rule. While it is assumed that the firewall
creating the m.SYN cookie is set to the firewall 130a, the
firewall verifying the m.SYN cookie is set to the firewall
2306 and all the firewalls 30 share the synchronized time
counter ¢ increasing every 16 seconds, the method of sharing
the state between the stateful inspection firewalls is
described in detail below.

[0037] FIG. 6 is a flowchart showing the method of
sharing the state between the stateful inspection firewalls 30
on the MEP network.

[0038] With reference to FIG. 6, the client 10 sends a SYN
packet to the firewall 130a at step S10. The firewall 130a
receives the SYN packet through the communications mod-
ule 310, and the packet verifying module 321 verifies
whether the SYN packet is valid according to a firewall rule
set by an administrator at step S20. If, as a result of the
verification, the SYN packet is not valid (‘N” at step S20),
and the SYN packet is discarded in the firewall 130g at step
S25.If the SYN packet is valid (Y’ at step S20), the m.SYN
cookie creating module 322 creates the m.SYN cookie at
step S28.

[0039] FIG. 7 is a diagram showing the m.SYN cookie 40
that is created in the m.SYN cookie creating module 322.

[0040] Asshown in FIG. 7, the m.SYN cookie 40 includes
ISN;, 42, T, 44 and ‘Hash,;+IDg,’46.

[0041] The ISN,, 42 is determined by the upper 17 bit
value of ISN of the SYN packet to support fast reincarna-
tion.

[0042] Inregard to the reincarnation of a TCP connection,
there is the prescription “assigns its ISN for the new con-
nection to be larger than the largest sequence number it used
on the previous connection incarnation.”

[0043] In the present invention, the fast reincarnation of a
TCP connection does not occur frequently. If the fast rein-
carnation occurs, it is assumed that ISN increases to be
larger than SNprev (the largest sequence number it used on
the pervious connection incarnation) by at least 32768.

[0044] In more detail, the fact that ISN is larger than
SNprev by at least 32768 (2" 15) imports that the 16-th bit
of a 32-bit binary number is larger by 1 in terms of a bit
level. Consequently, in the host supporting fast reincarna-
tion, the upper 17 bit value (ISN,, 42) of the ISN of the SYN
packet is larger than the upper 17 bit value of the SNprev by
at least 1 on a bit level.

[0045] If the ISN fulfills the above-described precondi-
tions, m.SYN cookie 40 is larger than SNprev even though
any numerical value is inserted into the lower 15 bits in
addition to ISN,, 42. Accordingly, in the SYN packet in
which the ISN has been replaced with the m.SYN cookie 40,
the ISN is larger than the SNprev, so that the method of
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sharing the state between the stateful inspection firewalls 30
on the MEP network can support a host in which fast
reincarnation occurs.

[0046] Furthermore, in the method of sharing the state
between the stateful inspection firewalls 30 in accordance
with the present invention, the firewalls 30, which are the
subjects of the creation and verification of the m.SYN
cookie 40, may be different from each other, so that T, 44 is
included in the m.SYN cookie 40. The T, 44 is the least
significant two bits of time_, time indicated by the time
counter ¢ when the firewall 130a creates the m.SYN cookie
40, and is defined by the following Equation 1. With the
Equation 1, the firewall 2305 accurately extracts the time
when the m.SYN cookie 40 is created, and can use the
extracted value as an input to a hash function inspecting
whether the m.SYN cookie 40 is valid.

To=timeygmod4 @
[0047] where time,,, is the time indicated by the time
counter ¢ org when the firewall 130a creates the m.SYN
cookie 40, and mod4 is the remainder obtained through
division by 4.

[0048] Furthermore, the m.SYN cookie 40 includes
‘Hash, ;+ID;,’46. In the present invention, Hash, , is deter-
mined by the following Equation 2, and is 13 bits, unlike the
fact that the output value of the hash function of a conven-
tional SYN cookie is 32 bits.
Hash,s=Hash(k, sa, sp, da, dp, timeyg, ISN>>15)%2
13 2
[0049] where Hash( ) is the output value of a hash func-
tion, k is a secret key, sa is a source address t1, sp is a source
port number t4, da is a destination address t2, dp is a
destination port number t5, ISN_>>15 is a value obtained by
eliminating the lower 15 bits from ISN_, and Hash( )%2"13
is the value of the lower 13 bits of the output value of the
hash function.

[0050] As shown in the Equation 2, in the present inven-
tion, Hash, 5 is determined using the secret key k shared by
the firewalls 30 as a variable of the hash function. Accord-
ingly, only if the firewall 2305 learns the secret key k, the
firewall 2305 can produce the same Hash at the time of
verification. That is, the secret key k is used to prevent an
attacker from counterfeiting the m.SYN cookie. Since
attackers do not know the secret key k, most of the coun-
terfeited m.SYN cookies are discarded during verification
even though the attackers randomly produce the m.SYN
cookies. Meanwhile, ‘Hash ;+ID;_’46, which is the last 13
bits of the m.SYN cookie 40, is finally determined by adding
the firewall identifier to the Hash, ;.

[0051] Referring to FIG. 6 again, the m.SYN cookie
creating module 322 of the firewall 130g creates the m.SYN
cookie 40 including the above-described values at step S28.
Thereafter, the packet modifying module 323 of the firewall
1304 replaces the ISN,, of the received SYN packet with the
m.SYN cookie 40, and the state table updating module 324
updates the connection information of the state table t
(source address, source port number, destination address,
destination port number, and the difference between the
ISN_ and the m.SYN cookie) at step S30. In this case, the
updated state table t is stored in the database 330.

[0052] FIG. 8 is a diagram showing the state table t of the
stateful inspection firewall 30 in accordance with the present
invention.
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[0053] Referring to FIG. 8, the state table t includes
‘m.SYN cookie-ISN_’ t7, in addition to the items of the
conventional state table t. The ‘m.SYN cookie-ISN_* t7
functions to allow the firewall 230b to learn the value of the
ISN,, even though the firewall 130ga replaces the ISN_ of the
SYN packet with the m.SYN cookie 40.

[0054] After the packet modifying module 323 of the
firewall 130a replaces the ISN_ of the SYN packet with the
m.SYN cookie 40 and the state table updating module 324
updates the connection information of the state table t of the
firewall 130z at step S30, the modified SYN packet is sent
to the server 20 through the communications module 310 at
step S40. Subsequently, the server 20 sends a SYN/ACK
packet to the client 10 in response to the SYN packet at step
S50. At this time, the acknowledgement number 56 of the
SYN/ACK packet becomes ‘m.SYN cookie+1.’

[0055] In the meantime, the SYN/ACK packet sent from
the server 20 to the client 10 reaches the firewall 2305 prior
to reaching the client 10. When the communications module
310 of the firewall 230b receives the SYN/ACK packet, the
m.SYN cookie verifying module 326 of the firewall 2305 is
activated. The m.SYN cookie verifying module 326 acquires
the IDg,, from the m.SYN cookie 40, which is extracted from
the acknowledgement number 56 of the SYN/ACK packet,
through the use of the following Equation 3 at step S62.
ID¢~(SC-Hash(k, sa, sp, da, dp, timeypy
SC>>15))%2"13 ©)
[0056] where SC is the m.SYN cookie 40 extracted from
the acknowledgement number 56 of the SYN/ACK packet,
SC>>15 is the value obtained by eliminating lower 15 bits
from the SC, and ()%2"13 is the lower 13 bits of value of

O-

[0057]
following input Equation 4.

In the Equation 3, time;

inpul

. 1s obtained from the

Hmenpu=time g+ 1= ((time ., +1(SC>>13)ymod4)=

time g+ 1-((time gy + 1-T)mod4 €]
[0058] where time_,  is the time indicated by the time
counter ¢ of the firewall 2305 at the time of verifying the
m.SYN cookie, and SC>>13 is the value obtained by elimi-
nating lower 13 bits from the SC.

[0059] The m.SYN cookie verifying module 326 extracts
ID,,, using the Equations 3 and 4 at step S62, and verifies
whether the extracted 1Dy, is valid at step S63. In this case,
if the extracted IDg, does not fulfill “0=IDy,=MAX,,
(MAX,: the greatest value of the IDg,s of the firewalls)”
(‘N’ Id fw at step 63), the m.SYN cookie 40 was counter-
feited and the received packet is discarded. If the extracted
ID,,, fulfills “0=ID., =MAX,,” (Y’ at step 63), the process

proceeds to the next step.

[0060] 1If the extracted ID, is verified to be valid (Y~ at
step S63), the m.SYN cookie verifying module 38 compares
the extracted IDg,, with its own IDg, at step S64. If, as a
result of the comparison, the extracted IDy,, is identical with
the IDg,, of the m.SYN cookie verifying module 38 (‘Y” at
step S64), the state table updating module 324 searches the
state table t for connection information. If the connection
information exists (Y’ at step S65), the state table updating
module 324 updates the state table t to allow ‘SYN_RECV’
to be recorded in the connection state t6. The packet modi-
fying module 36 changes the acknowledgement number 56
of the SYN/ACK packet to ‘ISN_+1.” In this case, the ISN_
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is the value obtained by subtracting the ‘m.SYN cookie-
ISN,’ t7 from the m.SYN cookie 40, so that the firewall 2305
can learn the ISN, at step 570.

[0061] In the meantime, if the extracted 1Dy, is different
from the IDg, of the firewall 2305 (that is, asymmetrical
paths), the communications module 310 sends the SYN/
ACK packet to the firewall 130a corresponding to the
extracted ID,, at step S66.

[0062] The search module 325 of the firewall 130a having
received the SYN/ACK packet searches the state table t for
the connection information at step S67. If the connection
information exists (Y’ at step S67), the search module 325
updates the connection state t6 of the state table t of the
firewall 130z as ‘SYN_RECV’ and sends the connection
information, together with the SYN/ACK packet, to the
firewall 2305 at step S68.

[0063] Thereafter, the state table updating module 324 of
the firewall 2305 updates the state table t so that ‘SYN-
_RECV’ is recorded in the connection state t6 of the state
table t, and the packet modifying module 323 replaces the
acknowledgement number 56 of the SYN/ACK packet with
‘ISN_+1" at step S70.

[0064] Thereafter, the modified SYN/ACK packet is sent
to the client 10 through the communications module 310 of
the firewall 2305 at step S80, so that the connection infor-
mation can be shared between the firewall 130z and the
firewall 230b. With this, the following packets, including the
next ACK packet, can be directly passed through the two
firewalls without additional information exchange.

[0065] In the meanwhile, the method of sharing the state
between the stateful inspection firewalls according to the
present invention can be applied to the case where a firewall
and a Network Address Translator are used together, and a
File Transfer Protocol connection, besides the above-de-
scribed embodiment.

[0066] Although the preferred embodiments of the present
invention have been disclosed for illustrative purposes,
those skilled in the art will appreciate that various modifi-
cations, additions and substitutions are possible, without
departing from the scope and spirit of the invention as
disclosed in the accompanying claims.

1. A method of sharing a state between stateful firewalls
on a multiple entry/exit point (MEP) network for data
exchange between a server and a client through firewalls
physically remote from each other, comprising the steps of:

(a) one of the firewalls receiving an SYN packet sent from
the client to the server;

(b) the firewall creating a modified SYN cookie (herein-
after referred to as an m.SYN cookie), modifying the
SYN packet using the m.SYN cookie and sending the
SYN packet to the server, and the server sending a
SYN/ACK packet to the client in response to the SYN
packet;

(c) the firewall, which has received the SYN/ACK packet,
extracting a firewall identifier ID;, from the SYN/ACK
packet and sending the SYN/ACK packet to a corre-
sponding one of the firewalls, the corresponding fire-
wall searching a state table for connection information
and sending the connection information, together with
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the SYN/ACK packet, to the firewall, which has
received the SYN/ACK packet; and

(d) the firewall, which has re-received the SYN/ACK
packet, updating the state table, changing an acknowl-
edgement number of the SYN/ACK packet to an Initial
Sequence Number (ISN_)+1, and sending the SYN/
ACK packet to the client.

2. The method as set forth in claim 1, wherein the firewalls
share a synchronized time counter, which is increased at
regular intervals, and a same secret key.

3. The method as set forth in claim 1, wherein the state
table includes a difference between the ISN and the m.SYN
cookie, and connection information, including a source
address, a destination address, a protocol, a source port and
a destination port number of the packet.

4. The method as set forth in claim 1, where step (a)
further comprises the step of:

the firewall, which has received the SYN packet, inspect-
ing the SYN packet according to a preset firewall rule,
and performing step (b) if a current connection is a
permitted connection, or discarding the SYN packet if
the current connection is not the permitted connection.

5. The method as set forth in claim 2, wherein the m.SYN
cookie includes upper bits of the ISN of the SYN packet, bits
of time indicated by the time counter of the firewall, which
creates the m.SYN cookie, at a time of creation of the
m.SYN cookie, and bits of an output value of a hash
function.

6. The method as set forth in claim 2, wherein the m.SYN
cookie includes ISN ,,, T, and Hash,;+IDg,, ISN,, being
determined by upper 17 bits of the ISN of the SYN packet,
T, being determined by least significant two bits of time
indicated by the time counter of the firewall, which creates
the m.SYN cookie, at the time of creation of the m.SYN
cookie, Hash, ; being determined by the following Equation:

Hash,s=Hash(k, sa, sp, da, dp, timeyg, ISN >>15)%2
13

where Hash( ) is an output value of a hash function, k is
a secret key, sa is a source address, sp is a source port
number, da is a destination address, dp is a destination
port number, ISN_>>15 is a value obtained by elimi-
nating lower 15 bits from ISN_, Hash( )%2"13 is a
value of lower 13 bits of the output value of the hash
function, time,,, is time indicated by the time counter
of the firewall wall, which creates the m.SYN cookie,

at the time of creation of the m.SYN cookie
7. The method as set forth in claim 1, wherein step (b) is
performed in such a way that the ISN of the SYN packet is
replaced with the created m.SYN cookie, and the connection
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information including the difference between the ISN and
the m.SYN cookie is stored in the state table of the firewall.

8. The method as set forth in claim 1, wherein step (c)
further comprises the steps of:

(cl) extracting the IDg, from the SYN/ACK packet;
(c2) verifying whether the extracted 1Dy, is valid;

(c3) comparing the 1Dy, which is verified to be valid at
step (c2), with an IDg, of the firewall, which has
received the SYN/ACK packet; and

(c4) if, as a result of the comparison at step (c3), the two
ID;,s are identical with each other, searching the state
table of the firewall that has received the SYN/ACK
packet and modifying the state table and the SYN/ACK
packet, or if the IDgs are different from each other,
sending the SYN/ACK packet to the firewall corre-
sponding to the extracted IDg,,.

9. The method as set forth in claim 8, wherein step (c1)
is performed in such a way that the m.SYN cookie included
in the SYN/ACK packet is extracted, and the IDg, is
extracted from the m.SYN cookie using the following equa-
tions.

IDy =(SC-Hash(k, sa, sp, da,
SC>>15))%2"13

where SC is the m.SYN cookie included in the SYN/ACK
packet, Hash( ) is an output value of a hash function, k
is a secret key, sa is a source address, sp is a source port
number, da is a destination address, dp is a destination
port number, time;, ., is time obtained using the fol-

lowing Equation, SC>>15 is a value obtained by elimi-
nating lower 15 bits from the SC, and ( )%213 is a
value of lower 13 bits of the value of ()

dp, timegpuy

time; g =time g+ 1({time gy +1-To)mod4)
where time_,,, is the time indicated by the time counter of
the firewall, which verifies the extracted m.SYN
cookie, at the time of verification of the extracted
m.SYN cookie, and T, is the least significant two bits
of time indicated by the time counter of the firewall,
which creates the m.SYN cookie, at the time of creation
of the m.SYN cookie.
10. The method as set forth in claim 8, wherein step (c2)
is performed in such a way as to compare the extracted ID,,
with a preset maximum ID,_, and if the extracted ID,, is not
larger than the preset maximum ID,,, verifying the extracted
IDy,, to be valid, or if the extracted ID,, is larger than the
preset maximum IDg, verifying the extracted 1Dy, to be
invalid.



