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Abstract— The growth in the size of networks and the number precedence of works for resistance as fast as possible, even
of vulnerabilities is increasingly challenging to manage network considering more than the final target of an attack.

security. Especially, difficult to manage are multi-step attacks Attack graphs are a well-formed method for network
which are attacks using one or more vulnerabilities as stepping

stones. Attack graphs are widely used for analyzing multi-step hardemng and security analysis. Past researches [3][5H],
attacks. However, since these graphs had large sizes, it was tod6] using an attack graph were focused on faster graphs
expensive to work with. In this paper, we propose a mechanism to generation and better readability. Here, we focus on thestat
manage attack graphs using a divide and conquer approach. To ysage of attack graphs, the risk management. While they are

enhance efficiency of risk analyzer working with attack graphs, ;5eq into the risk management process in order to get various
we converted a large graph to multiple sub-graphs named risk

units and provide the light-weighted graphs to the analyzers. pieces of _”Slf information _and decision Supp_orts, there are
As a resu|t’ when k order of time Comp|exity a|gorithms work various Crltel‘la, and algonthms that work with the attack
with an attack graph with n vertices, a division havingc of graphs.
overhead vertices reduces the workloads from" to r(n + c)*. The most important factor about attack graphs is their
And the coefficient r becomes smaller geometrically from2™"  goajahility. The causes of scalability problems with these
depended on their division rounds. By this workload reduction, - . .
risk assessment processes which work with large size attackgraphs are the (_:omputatlonal complexity of the generation
graphs become more scalable and resource practical. and the large size of the generated graph. Both of them
have been caused by the increase of the network size
and numbers of vulnerabilities. There were several studies
achieving reasonable generation time [7]. But the large siz
For the past several decades, the task of protect informatiaf a graph is a quite different problem. The generated graphs
assets has become increasingly complex and substantialgre not necessarily small. Thus, researchers have seggest
harder. The difficulties have been caused by the growth wdrious approaches to manage the complexity of these
objects to concern, nodes of networks and their vulnetasli graphs. However, most of them were not for risk assessment
As the result of protection problems, according to a CSI&FBlince they were focused on reducing visual complexity for
survey report in 2007 [1], there have been double the averageer readability [8], [9]. They contributed to enhance the
annual loss in 2007 in contrast with 2006. In order teeadability and interactivity of an attack graph. But mdnua
reduce the burst of damage occurring from network attackgaph analysis using visual representation is a differeapa
practitioners are adopting risk management techniques dbattack graph with computational analysis using a graph as
provide network security. a data structure. Some of the other approaches [10], [118 wer
In the report, almost one-fifth of respondents whdependent on specific analysis algorithms. Their appr@ache
experienced security incidents said they had suffered naeded consideration of the algorithms for special objects
“targeted attack” aimed at an organization. Particulady, what they defined on attack graphs. It means that they may not
kind of targeted attacks called to multi-step attacks, gisithave enough flexibility on standard risk assessment presess
one or more vulnerabilities as stepping stones, are focusekich have component based structures. In other words,
by security risk managers for the following reasons. At firsattack graphs can have fast generation but slow analysis.
they must face more and more new vulnerabilities not ju$b keep pace with complex and expensive risk analysis
the large numbers of vulnerabilities that they have expege algorithms, we need to enhance scalability by managing thei
in the past. The increase numbers of new vulnerabilitiegrking data, the attack graphs.
have been accelerated. Statistically, in June 2008, nearlyn this paper, we propose a mechanism to make attack
five hundred new vulnerabilities were published on CA8raphs more scalable to be used, by taking a divide and
(National Cyber Alert System) [2]. The other reason is thabnquer approach. For the consistency of the analysistresul
there are, in risk management, much more factors whatd the flexibility of an attack graph, we have established
must be considered not only the security problems. They aveo principles what will be explained in Section 3. As most
organizational factors such as economic and politicalgin divide and conquer algorithms do, this method shows more
Against an attack scenario, the number of concerned factomntribution on a more complex algorithm running on a larger
increases when there are more related assets on its atg@ph.
route. In these situations, security managers must decide

I. INTRODUCTION



Il. RELATED WORK scalability.

Using attack graphs and managing risk have the same goal, Component independent : “It should be archived without
enhancing network security. Researches have concentratedn®difying the algorithms which use an attack graph as an
using attack graphs more for technical problems than ri§kPut data”
management. Also, the risk management standard has hag Lossless reduction : “It should be archived without lossy
economic and political problems that have received mof@gregation or removal of graph elements, except in explici
attention than security problems. cases on policy” _

There were lots of attack graph researches, and many ofl Nése principles are based on the recommendation of
them were improved by the studies of Noel, and Jajodff@ndard risk management process [13], [12]. Security risk
at George Manson University [5], and Ou at Kansa&SSessment has various points of view on a case by case
State University [7]. In their approaches, the attack graﬂﬂ?SiS- From the necessities of organizations, there can be
had various information sources and visualization abilitt NUmMber of criteria and proper algorithms as components.
However, it was not in the scope of their studies to b&Or t.h|s reason, it is too hard to modify or develop every
concerned about cooperation with a risk management procédgdidate algorithms for better performance. There arg onl
especially that had a circular flow. a few heuristic algorithms optimized for attack graphs. For

Noel's suggestion about complexity of attack graph [gpe second principle, for example, if we aggregate security
archived enough feasibility by aggregating common progert conditions and relative exploits including internal dasacae
of vertices, but it was not suitable for automated riskertex, algorithms to find the most critical or efficient patc
assessment. Because it managed graph complexity by hidi@gdidate do not work correctly.
detailed information hierarchically. We surely agree that
was helpful in enhancing user readability, but it did nc Technical risk evaluation phase
contribute to reducing computing workload of analysi
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user group. We found out that the approach was useful SIPPar
removing the ring topologies from attack graphs.

To evaluate relative risk caused by inter hosts and inteig. 1. The conceptual architecture of the risk assessmeseps using an
sub-networks as well as the risk of each of the hosts, attaiilck graph.
graphs are a most suitable method. However, in the risk
assessment process standards, there are so many noreakchniOUr mechanisms are fundamentally based on divide and
properties under the heading of ‘Organizational Gap’ [12§onquer approach. In our architecture described in Fig. 1,
Since that, the assessment methods are burdened with a ni§r&vork is performed before and after analyzing an attack
heavy workload than past risk analysis studies had to déifPh. Attack graph manager provides divided attack graphs
with. If attack graphs had enough scalability on practicd® the risk analyzer. After analysis, the manager check the
environments, they were useful tools for attack predictiad Cconsistency of overlapped area between related sub attack
efficient response with considering organizational priesy 9raphs. The overlapped area is generated on division time by
but most past studies were not concerned with these usagé@ling shared vertices and edges to divide a connectedigrap
Kotenko and Stepashkin [11] focused on a similar problefd tWO sub graphs. Set of these components can be considered
and suggested a risk assessment architecture. They aFp phase of a risk assessment process. The phase which uses
not dealt with the detail inside of each component. Als@ttack graph get the environmental and political inforomati
they did not analyze concrete benefit. Their method abdi@m the previous phases and provides analysis result to the
complexity reduction indicated that they took a graph spltext phase.
and aggregation method by using a dynamic programmit&g
approach. Their methodology may contribute a few additiona’ o
benefits if a risk management process already utilized data®ttack graphs what we used in this paper have three types of
reusability not limited to attack graphs. However, we thinkertices:square, circle, and diamond vertices. Squartcesr

it is a good case for the assessment process so that ®if showney, ¢, ... ¢, at Fig.2. They mean represent the
approach can be adopted. security conditions in a network. Most of them are caused

by vulnerabilities of software installed on hosts, but some

are caused by the network configuration. Circle vertiegs
Ill. PROPOSED ARCHITECTURE es, ... e, are exploits which cause new conditions using

To keep flexibility with risk analysis and quantificationconditions. At last, diamond vertices are penetrated ¢immdi
algorithms, we established two principles onto enhancird a machine or a target resource. In this case, directedsedge

The structure of the attack graphs



Assume. for every initial-conditions pl, and for index of new sub-graph nSet
PROC FindSet { Condition pl, Set nSet )
pCur = pI
IF (pCurMark == nSet ) THEN GOTO ENDPROC ENDIF
CALL Mark( pCur, nSet ) // Mark its set number at the vertex
CALL Push( pCur, nSet ) // Insert the vertex to the sub-graph vertex set
LOOP (nldx = 0 ; nldx < pCurnNumberQfOut ; nldv++)
pCur = pCurpOut( nldx )
SWITCH (pCurTipe)
CASE _Condition:
CALL FindSet( pCur, nSet ) ENDCASE
CASE _Exploit:
IF (pCurnNumberOfln = 1) THEN
LOOP (nldx2 = 0; nldx2 < pCurnNumberOfln ; nldx2++)
pCur = pCurpIn( nldx2 )
IF ( pCurMark + nSet ) THEN
CALL FindSet(pCur, nSet) ENDIF
ENDLOOP
CALL FindSet(pCur, nSet) ENDIF ENDCASE
CASE _Penetrate:
IF ( Rule( StopAtPenetrate )\ Rule( Any rules ))
THEN
CALL Mark(pCur, nSet )
CALL Push(pCur, nSet )
GOTO ENDPROC
ELSE CALL FindSet(pCur, nSet ) ENDIF ENDCASE
ENDSWITCH
ENDLOOP
ENDPROC FindSet

Fig. 2. An example of cut and divide operation.

Fig. 3. C like pseudo code for division procedurgindSet’

started from the origin conditions point on an exploit verte

that is using the conditions. Also, directed edges staftio®  perform the divide operation twice. As a result of the abavee ¢
an exploit vertex, points to other conditions that becom&@c gperation, G' has less size of intersection vertex set betwe
by the exploit. In other words, a security condition is calisghe attack paths starting from, and ¢, than the original

by performing exploits that points to the condition vertéXgraph G. Since the vertices of the intersection set becomes t
and an exploit needs the conditions that point to the expl@jterlapped vertices of the divided sub-graphs, less iettien
vertex. However, there is a difference between exploit{ien  size means less division overhead. In Fig.2, the sub-gégph
edges and condition pointing edges. The all edges pointinggnd (y, have smaller overlapped area and the entire graph than
an exploit vertex mean that the origin vertices are necgssagp-graph, and G,. The graphG is converted to two sub-

conditions of the pointed exploit; however, the edges puiNt graphs having 14 vertices, but the cut graph G’ is converted
to a condition vertex mean that the origin vertices are seffic o two sub-graphs having 10 vertices.

conditions of the pointed condition.

B. Division process - Cut and divide

Cut and divide operations make a connected attack gra
into two isolated sub graphs. By repeating this operatic
multiple times, an attack graph becomes divided into migltip
sub graphs.

1) Cut operation: The cut operation removes a group of
edges and vertices that satisfy the cutting rules. Cuttiesr
can be determined to remove attack paths that have extrem
rare feasibility or risk factor from the graph. Homer's ml@]
are good example of cutting rule for making an attack grar
more obvious. Fig.2 shows the reduction of ring structure
cutting two edges from the original graph G. As a result, th
cut graph G’ has more independency between the vertices.

Fig. 4. An example of top-down(left) and bottom-up(right)edited division.

2) Divide operation: The divide operation makes a con-
nected attack graph to two sub-graphs. Conceptually, Isecau The divide operation has two kinds of dividing forms that
it is for finding a set of related vertices on a depth first d&taclepend on the assessment direction of the risk. The assatssme
path, if there are three dividable sub-graphs, the graptstee direction is determined from the kind of risk that a user \gant




to obtain from the attack graph. When a user wants to asses

| cl | I (G |
criticality, countermeasure, consequence, or the maximun Merge
effect area of a security condition, in other words, an user
want to know the worth of a patch, or a security product. The ::>

assessment, then, is performed with a top-down direction. O
the contrary, the bottom-up direction may be used to obtain
the security risk that a specific machine has. Fig.4 shows twc
different results of each of the dividing forms. In the easy
sense, the top-down sub-grapfis, G», and G5 are started
from one or set of conditions having an indispensable ctati Fig. 5. An example of merge operation.
and end with a set of penetrate (goal) conditions. Oppoagite t

this case, the bottom-up sub attack graghs G,, G. and ] ) )
G, are started from a set of initial conditions, and end to ¢f vertices in the set should be re-assessed in every case. If

penetrate condition. Fig.3 is the pseudo code for the dinisitere were no topological changes on the overlapped vsytice
procedure. The procedure finds a set of vertices from tK8EPING consistency is just update of numerical values fwhic
original attack graph to make a sub-graph. We named thdgélready quantified on the sub-graphs.
divided sub attack graphs to risk units. A risk unitis awagki 1N some cases, there can be a dependency problem by
unit for risk assessment and quantifying. This procedurdsfinchange of topological position of a vertex. Risk and worth
out connected nodes and inserts them into the node setPhf Vertex that several sub-graphs share might be depended
the start node. To find related condition nodes which sha?8 the analysis result of a graph sharing the vertex. In this
exploit nodes, the procedure is recursively called and fif@Se, an analysis process should wait for the results decela
branches of the condition or exploit nodes. It searches tHEAPhS. However, for independency of inter risk units, the
graph with depth first policy and stops until there is a kind gverlapped area of sub graphs can be expanded over a vertex.
penetrate condition nodes which satisfy pre-defined stigsruBY this expansion, a condition which is distinctly depended
or any other grouping rules. To avoid duplicated searchap lo ©" other conditions can shift a problgm posmon.to another
connections we took the bit marking method in this algorithry€'tex. It uses that there are two kinds of vertices. Some
but it can be implemented by any other method. vertices ha}ve absolute Wort_h and risk, and _the othgr vertice
The one of most significant problem of dividing an attacR@ve relative worth and risk. These vertices which have
graph is the ring structure in the graph. In the ring struedur @bsolute properties do not cause the dependency problem

graph, our algorithm outputs similar or almost identicab-su Wherever they are.
graph. However, it just means an overlapped area that cannot
be divided anymore. Therefore, if ring structured vertitsde

reasonable portion of the sub graphs, under the overhead pra V. EVALUATION

ticality limit, there still are workload benefits from thevitie ~ In this paper, we addressed the workload problem of risk
operation. We analyze the practical range of the overheadagsessment on attack graphs. Reduction of entire workload o
the evaluation section of this paper. risk assessment means less cost and faster decision. In othe
words, users can get benefits on the trade-off between ileysat
C. The update and merge process accurate, but expensive analysis algorithms and non-aptim

When there is a new security condition or a newly discoWeuristic but low cost algorithms.
ered exploit, an attack graph must be updated. If the updatedn the suggested mechanism, workload reduction is accom-
data has an effect on the relationship among sub attack graghished by the external divide-and-conquer process. The pr
the sub attack graphs are restored by merge operation. Tef§S provides more light-weighted attack graphs to an aisaly
special case is a breakout of when a new exploit needs plug@mponent. In this section, we show the quantified benefit
conditions that are in different sub graphs, or when a ne@f our suggestion. We also present the ranges of allowed
condition causes an exploit which makes a new path betwe@¢erhead, and they are high enough to practical degree.
two conditions in different sub graphs. On the other hand, if .
an update causes a vertex removal in a sub graph, the sipAnAYSS
graph is going to be able to take a chance of dividing if it Our architecture achieves more benefits with respect to time
has sufficient conditions. Fig.5 is an example of the case otansumption with more balanced and divided graphs. In per-

merge operation caused by a new security condition. fectly balanced dividing and a no overhead ideal situatibe,
i architecture shows geometrically increasing reductiorefits,
D. Consistency process 2k times that of the original workload, where the vertex size

After any changes in an attack graph, it must be checkefl an attack graph i and the target algorithm has* of
for consistency among the related sub-graphs, especialljpe complexity. With the overlapped vertices appearinthat
if the plural sub attack graphs have a set of overlappeividing operation as the overhead, the benefits are desnteas
vertices. However, fortunately, it does not mean that tek ridepending on the portion of the overlapped area, but there
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COMPARISON BETWEEN DIVIDED AND ORIGINAL CASES

3

n n*log(n)

n? nlog(n)

Original | 1954.31 sec| 78.12 sec

19.53 sec| 0.78 sec

Divided | 78.12 sec 4.87 sec

2.90 sec | 0.68 sec

are still increasing benefits by more division in Fig. 6 (left

the practical limitations of the risk management process.
Our external divide and conquer approach does not require
adaptation of analysis methods and is not on exclusive
relation with other approaches for attack graph complexity
management. By cloning a set of vertices which are necessary
to multiple sub-graphs, it becomes to be available to diéde
connected graph without loss of adjacency and information.
The approach directly contributes to reducing the workload
of analyzers in a risk assessment process by providing a
light-weighted input object, named a risk unit. It is a fully
logical aggregation and automatically generated by some
simple sub-graph separation rules. We have shown how to
divide a connected attack graph by cloning the overlapped
vertices among risk units. We have evaluate expected
benefits by workload reduction in various cases and range
of practicality by analyzing the size limitation of overfzgu
area. The results of analysis and experiments show that this
method contribute to reducing heavy workload of the complex
analysis algorithms with very practical overhead toleeanc
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